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Networked Cyberphysical Systems


Wireless networks 

Networked 
Embedded 

Control 

Sensor 
Networks 

Intertwined histories of communication, 
computation and control


  “…the era of cyberspace and the Internet, with its 
emphasis on the computer as a communications device 
and as a vehicle for human interaction connects to a 
longer history of control systems that generated 
computers as networked communications devices.” 
− David Mindell in “Feedback, Control and   
   Computing before Cybernetics,” 2002
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  Perhaps the most exciting developments in the 
information area relate to the large-scale digital 
computing machines.” 
− Claude Shannon, 1953


  “I think I can claim credit for transferring the 
whole theory of the servomechanism bodily to 
communication engineering.” 
− Norbert Wiener, 1956
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The themes


  Temporal guarantees


  Clock synchronization and man-in-the-middle detection


  In-network information processing in sensor networks


  Abstraction for cyber-physical systems


  Analyzing the cyber-physical system


QoS for Wireless*

  Increasing use of wireless networks for serving traffic with 

QoS constraints:


–  VoIP

–  Networked Control


  “Best-effort” services are not adequate for QoS support

–  Not really “best”
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Challenges


  How to formulate a mathematical framework for QoS?


  Jointly deal with three QoS criteria/constraints:

–  Deadlines

–  Delivery ratios

–  Channel unreliabilities


  Solutions needed for providing QoS support:

–  Admission control policies for flows

–  Packet Scheduling policies
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Client-Server Model

  A wireless system with an 

Access Point serving N clients


  Time is slotted


  AP indicates which client 
should transmit in each time 
slot
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Model of Unreliable Channel


  Non-homogeneous link qualities


–  Slot level reliability of channel n is pn


–  So packet delivery time is a geometrically distributed random 
variable γn with mean 1/pn
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  Clients generate packets with fixed period τ


  Packets expire and are dropped if not delivered in the period


  Delay of successfully delivered packet is at most τ


  Delivery ratio of client n should be at least qn 

QoS Model

τ
τ
 τ


delivered
 delivered


dropped


lim inf
K→∞

1
K

1(Packet delivered to Client n in k-th period)
k=1

K

∑ ≥ qn   a.s.

Multiple-Time Scale QoS requirements


  Unreliable channels

–  Short time scale: Slots


  Arrivals and Deadlines

–  Medium time scale:

–  Period τ arrivals

–  Relative Deadline τ


  Delivery ratio requirements

–  Long time scale:


lim inf
K→∞

1
K

1(Packet of client n delivered in k-th period)
k=1

K

∑ ≥ qn a.s.

X
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pn


Deadline

τ
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  Let cn(t) = number of successful transmissions of client  

 
    n up to time t


  Define weighted-delivery debt of client n at time t:


  Weighted-Delivery Debt Policy

–  Priority according to highest debt first


  

t
τ

qn − cn(t)










pn

Weighted-Delivery Debt Scheduling 
Policy


Weighted Delivery Debt Scheduling 
Policies


  Compute “debt” owed to each client at beginning of period


  A client with higher debt gets a higher priority on that period


AP


1
 2


3


S
S
 F
F


S
F
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Main Results

  Theorem (Hou, Borkar & K ʼ08)


–  The following three conditions are equivalent:


» A set of clients {1,2,…,N} is feasible


» The weighted delivery debt policy is feasibility optimal


» h


  Corollary 


–  The weighted delivery debt policy is QoS feasibility optimal


  Theorem: There is an                    admission control policy
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qn
pnτn∈S

∑ +
1
τ
E τ − γn

n∈S
∑











+










≤1   for all S ⊆ 1,2,...,N{ }

O Nτ logτ( )

Implementation on ns-2


  Implement on IEEE 802.11 Point Coordination Function (PCF)

–  PCF: a Point Coordinator (PC) assigns transmission opportunities to 

clients

–  Packets should be sent by broadcasting to avoid ACKs

–  Compatible with Distributed Coordination Function (DCF)


  Application: VoIP standard

–  64 Kb/s data rate

–  20 ms packetization interval

–  160 Bytes packet size

–  11 Mb/s transmission rate

–  610 μs time slot 

–  32 time slots in a period
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Traffic requirements


  Two groups of clients:

–  Group A requires 99% delivery ratio

–  Group B requires 80% delivery ratio

–  The nth client has (60+n)% channel reliability


  Feasible set: 11 group A clients and 12 group B clients

  Infeasible set: 12 group A clients and 12 group B clients


  Evaluation Measure

–  DMR(n) := (qn - percentage of actual delivered packets)+  

  DMR of system = 
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DMR(n)
n=1

N

∑

QoS Results


Feasible set
 Infeasible set
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The themes


  Temporal guarantees


  Clock synchronization and man-in-the-middle detection


  In-network information processing in sensor networks


  Abstraction for cyber-physical systems


  Analyzing the cyber-physical system
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Clock synchronization over networks

  Knowledge of time is important in Networks


–  Communication network protocols

–  Sensor network applications

–  Networked control 

  However no two clocks agree 

  How to synchronize clocks 
in wireless networks?
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Rank 3:  
Cannot estimate 4 parameters


It is impossible to synchronize two 
clocks


–  It is impossible to determine (d12, d21, a2, b2) 
through any packet exchanges


  Theorem (Graham & K ʻ04)

d12


d21


Reference 
Clock 1


Clock 2


Offset b2


Skew a2


τ1


τ2
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What is determinable and what is not


â2
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Clock synchronization over networks
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Traditional approach to 
multi-hop clock synchronization


x̂01
1


2

3


4


5
6


8


7


9


10


11


0


x̂12 x̂23

v̂3 = x̂01 + x̂12 + x̂23

  Std. Dev of Error
 =Θ Diameter( )

  How accurate is this?


  Construct a rooted tree

–  Add up edge offsets to get clock-offset at a node


Assume all skews 
are 1 for simplicity
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Performance analysis of traditional 
tree-based method


  Std. Dev of Error
=Θ Diameter( )
=Θ(1)
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  Collocated network with n nodes


Diameter = 1 hop
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  Random multi-hop network with n nodes


=O n
logn











  Diameter of random graph 
at critical connectivity range


  Critical radius for 
connectivity 
(Gupta & K ʻ98)


=Ω
logn
n











=O n
logn








1
4











  Std. Dev of Error
= Θ n1/4( )

  Lattice with n nodes


  Std. Dev of Error
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Spatial smoothing to obtain better 
accuracy


  How to improve the error?

–  Use constraints 

  Sum of offsets along any loop is zero


xe
e  ∈ Directed  Cycle
∑ = 0

1
 2

5


3
4
 Loop 1
 Loop 2


A =

(1, 2) (2, 3) (3, 4) (1, 4) (2,5) (3,5)
1 +1 0 0 +1 0 0
2 −1 +1 0 0 +1 0
3 0 −1 +1 0 0 +1
4 0 0 −1 −1 0 0
5 0 0 0 0 −1 −1

  Let A = incidence matrix of graph


  Formulate as minimization problem:

v̂

Min x̂ − AT v̂
2

  Then   x = AT v


  Similarly for skew:
 logα̂ e
e  ∈ Directed  Cycle
∑ = 0 (Solis, Borkar and K ʻ05)
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A fully distributed asynchronous multi-
hop time synchronization protocol 


  How to construct a distributed asynchronous algorithm 
which solves this optimization problem?


∂
∂v̂ j

x̂ − AT v̂
2
= 0

v̂ j ,new =
1
N j

v̂i,old + x̂ij( )
edges (i, j )
∑

∂
∂v̂ j

v̂ − AAT( )−1 Ax̂
2

= 0

 

v̂ j , new =
1

N j +1
⋅

1
Ni

ej − ei( )
edges (i, j )
∑

ej  N j v̂ j ,old − v̂k ,old + x̂ jk( )
k∈N j

∑

(Squares condition number)


  Use coordinate descent


  Gives


  Fully asynchronous, distributed 

(Solis, Borkar and K ʻ05)
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Performance analysis: Asymptotic error 
and Convergence rate


  Theorem (Giridhar & K `06)

–  Asymptotic error variance is Resistance Distance of network


»  Replace each link by a 1 Ω resistor


log 1
ε v(0)







Di∑

D0

≤ T (n,ε,v(0)) ≤ log 1
ε v(0)







Di∑( )2
κ 2

–  Time T(n,ε,v(0)) to converge to an ε-neighborhood of the optimal 
solution for a κ-connected network is:


  Prior work of Karp, Elson, Estrin, Shenker (2003)

–  Consider RBS, MVUE, and shows the connection to resistance distance

–  Ignores problem of delay


»  So differences in receipt times of same broadcast gives estimates of offset
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Clock synchronization error for 
Spatial Smoothing Algorithm


  Std. Dev of Error
 =
2
n

  Collocated network with n nodes


  So error goes to zero as 
number of  nodes increases


Resistance distance

=
2
n.
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  Random multi-hop network with n nodes


  Theorem (Giridhar & K ʼ06) 
Error can be kept bounded for large 
connected random networks 


  Resistance distance 
for a random network is


=O(1)

  Lattice with n nodes


= Θ logn( )  Std. Dev of Error

  Lends support for the feasibility of  

time-based computing in large 
distributed wireless networks
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Experimental results

  Implementation on large sensor networks
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New multi-hop clock synchronization 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Leading algorithm (FTSP, Maroti et al ʻ04)


(Solis, Borkar and K ʼ05) 


Clock synchronization and man-in-
the middle detection
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Man in the middle attack 
(Hu & K ʼ08 )


  What can a Man in the Middle do while remaining 
undetected?


  What resources does a Man in the Middle need to 
remain undetected?


  How to challenge the Man in the Middle?


  Can we synchronize clocks in spite of the Man in the 
Middle? 


  M provides a logical channel between S and R

–  M cannot decrypt any messages between S to R

–  M cannot alter any messages between S and R

–  M cannot create any fake messages between S and R

–  M can occasionally discard messages between S and R
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 S
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Affine forwarding policy

  Without Man in the Middle


–  Time received is affine in

–  Coefficient       is estimate of skew


  With Man in the Middle

  Mʼs forwarding policy


–  Packet received at τ

–  Forwarded at F(τ)


  Receipt time 

has to be affine in


  So F(τ) has to be affine in τ 
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Expansionary affine forwarding policy

  Consider affine forwarding policy 


  Causality


  Forwarding packet can only take place 
after receiving packet


  So 


F !( ) ="
F
! +#
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+ d
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+ d
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M can only add a delay to packets

  Estimate of skew = Coefficient of 


  So skew estimate made by R 
with reference to S is


  Backward path skew estimate made by S 
with reference to R is


  But product of skew estimates has to be 1


  But            and


  So

  Forwarding time is pure delay:      
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The Simultaneous Send and Receive 
to Same Node Challenge (SSRSN)


  Let CS = Time taken by S to switch from transmit to receive mode


  If   CS – dRS + pRM  <  pSM   and CS-dRS+ CR < dSR, then M gets caught


M


S


R


CS


CS-dRS


pSM


-1000
 0
-100


Send me a pkt from -100 to 0.

I will send you a pkt at CS..


Send me a pkt from -100 to 0.

I will send you a pkt at CS..


Simultaneous send to R 
and receive from R


CS-dRS+pRM
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dSR


Can check if packet short and 
CS-dRS+ CR < dSR


The Switch Time Condition for 
SSRSN


  CS = Time taken by S to switch from transmit to receive mode


  If   CS – dRS + pRM  <  pSM  (and CS – dRS + CR < dSR) then M gets caught


  Let CR = Time taken by R to switch from transmit to receive mode


  Similarly in backward direction: If CR – dSR + pSM  <  pRM  
(and CS + CR < dSR + dRS) then M gets caught


  Adding up: If  CS – dRS + pRM  + CR – dSR + pSM  <  pSM  +  pRM 

then M gets caught in one of the two directions


  So if   CS + CR <  RTT 
then M needs to be able to simultaneously send and receive to same node   


CS + CR  <  dSR + dRS
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dSR + dRS


\
 \
\
 \
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The themes


  Temporal guarantees


  Clock synchronization and man-in-the-middle detection


  In-network information processing in sensor networks


  Abstraction for cyber-physical systems


  Analyzing the cyber-physical system
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  Examples of Tasks

–  Environmental monitoring


»  n nodes take temperature measurements x1, x2, … , xn

»  Determine the Mean temperature: (x1 + x2 + … + xn)/n�

–  Alarm networks

»  Determine the Max temperature: Max xi�

  Sensor networks are not data networks

–  Nodes can process information


  How should we process information in-network to 
compute and collect functions of interest?


  How to compute a symmetric function F(x1, x2, … , xn)?

–  Eg. Max, Mean, Mode, Median, Percentile, Frequency Histogram


Extracting information from sensor 
networks
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»  First node announces times of max values:                         (            1          1       1          )

»  Second node announces times of additional max values:    (   1           1                          )

»  Third node announces of yet more max values:                   (         1                                 )


Computing symmetric functions: 
The Mean versus Max


  Theorem (Giridhar & K 03): The rate at 
which the Mean can be harvested is 
–  Strategy


»  Tessellate

»  Fuse locally

»  Compute along a rooted tree of cells


–  Strategy: Take advantage of Block Coding


  Theorem (Giridhar & K 03) : The rate at 
which the Max can be harvested is  Θ 1

log logn







Θ
1
logn







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Complexity hierarchy for in-network 
information processing


Random multi-hop network:  
Max


Collocated network:  
Max


Random multi-hop network:  
Mean, Mode, Type


Collocated network:  
Mean, Mode, Type


Downloading all 
data from all nodes
Θ 1

n










Θ 1
log(n)











Θ 1
loglog(n)










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The themes
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41/53 

Networked control
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Challenge of Abstractions and 
Architecture 


Session Layer Session Layer 

Presentation Layer Presentation Layer 

Application Layer Application Layer 

Transport Layer Transport Layer 

Network Layer Network Layer 

Data Link Layer Data Link Layer 

Physical Layer Physical Layer 

Internet
 Digital Communication


Source

Coding


Channel

Coding


  What are the appropriate abstractions and 
architecture for convergence of control, 
communication and computing?


  Standardized abstractions and 
architecture


–  Minimal reconfiguration and reprogramming


Hardware
 Software


 Serial computation


von Neumann 
Bridge


    Critical Resource: Control Designerʼs Time

–  Goal is to enable rapid design and deployment
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Information Technology 
Convergence Lab:  
The Systems
 Vision Sensors


Automatic Control


Wireless Ad Hoc Network


Planning and Scheduling


(Baliga, 
Graham, 
Huang 
& K ʻ02)
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Application Layer


The Abstraction Layers

Trajectory Planner


Kalman 
Filter


Deadlock 
Avoidance


Set Point 
Generator


Discrete 
Event 

Scheduler


Image Processing


Network Layer


Transport Layer

System Layer


Link Layer


(Graham, Baliga & K ʻ05)


45/53 

The Abstraction Layers


Application Layer


Network Layer


Transport Layer

System Layer


Link Layer

Discrete Event 

Scheduler


Kalman 
filter


Trajectory Planner


Car


controller


Model Predictive Controller


Set Point Generation


Image Processing


Control Law Optimization


  Middleware manages the Components


(Baliga, Graham, & K ʻ05)
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The Abstraction Layers


Discrete Event 

Scheduler


Kalman 
filter


Trajectory Planner


Car


controller


Model Predictive Controller


Set Point Generation


Image Processing


Control Law Optimization



  Etherware

–  Location 

independence

–  Semantic 

addressing of 
components


–  System 
startup and 
upgrade 
during 
execution


–  Automatic 
migration of 
components 
for 
performance


System Layer


Transport Layer


Network Layer


MAC


Physical Layer


Application Layer


Se
rv

ic
e 

2


Se
rv

ic
e 

3


Cl
oc

k


  Middleware manages the Components


  Minimal reconfiguration and reprogramming
 (Baliga, Graham, & K ʻ05)
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Collision avoidance 
(Schuetz, Robinson & K ʻ05)


http://decision.csl.uiuc.edu/~testbed/videos/CollisionAvoidance.mpg
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Example of capabilities: 
Component Migration


  Designer should not have to 
deal with such low level issues


–  Designerʼs time is the 
critical resource


Communicate pixels?


Excessive 
communication 

overhead


Or compute

position?


Migrate Kalman 
Filter to 

Computer 2:

Done through 

Memento Design pattern


Kalman 

filter


Computer 2


Car

controller


Computer 1
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Component Migration at Run-Time

  Migrate a controller to another location while system is running


http://decision.csl.uiuc.edu/~testbed/videos/migration.mpg
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The themes


  Temporal guarantees


  Clock synchronization and man-in-the-middle detection


  In-network information processing in sensor networks


  Abstraction for cyber-physical systems


  Analyzing the cyber-physical system
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Analyzing the whole CPS system: 
System Safety and Liveness


  Theorem (Baliga & K ʼ05)


–  Directed graph model of road network

»  Each bin has in-degree 1 or out-degree 1

»  System has no occupied cycles initially


–  Road width:

»  Initial condition:

»  Intersection angles     , and road lengths: 

»  Multiple cars with appropriate spacing


–  Car control model: Kinematic model with turn radii R and R


–  Real time renewal tasks: HST scheduling with 


–  Then cars can be operated

»  Without collisions (Safety) or

»  Gridlocks (Liveness)  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W = R(1− cosβ(2 cosα − 1)
(d,θ ) : d + R(1 − cosθ ) < W

≤ γ L = (2γ RR ) (R − R )

C
i
D

i
≤ 1∑
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The oncoming theoretical convergence


  1953 — 2000 and continuing: Substantial progress in 

several individual disciplines


–  Computation: ENIAC (1946), von Neumann (1945), Turing,..

–  Sensing and inference: Fisher, Wiener (1953),…

–  Actuation/Control: Bode, Kalman (1960),…

–  Communication: Shannon (1948), Nyquist,…

–  Signal Processing: FFT, Cooley-Tukey (1965),…


  2000 — onwards

–  A gradual fusion of all these fields

–  But still knowledge of all these fields may be important

–  Pedagogical as well as research challenges


  Larger grand unification of sensing, actuation, communication and computation


Post Maxwell, 
von Neumann, 

Shannon,

Bardeen-Brattain world


Age of system building

Nodes can Compute

Communicate

Sense and Actuate 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Thank you



